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Problem Research

“AI is a fundamental risk to the existence of
 human civilization in a way that car accidents,

 airplane crashes, faulty drugs or bad food 
were not — They were harmful to a set of 

individuals within society, but they were not 
harmful to society as a whole.” 

- Elon Musk



Technology lacks oversight.

Humanity is being affected by 
unethical technology outcomes.

Technology is diminishing social 
norms and human interaction.

Mental health decline aligns with 
mass adoption of smartphones.

Tech companies compete for 
humans’ time not their well-being.



Humanity Disrupted
Empathy is being reduced as impersonal 
technology becomes humans primary 
communication method. The kids of today 
are the adults of tomorrow and something 
about the technology needs to change 
before we destroy our humanity forever.

Generation Z (12-22 years old) is losing 
its ability to read non-verbal 
communication as a result of lacking 
physical interaction with others 
throughout social development. 

Attention has become an important 
human resource. At any given time today, 
one person has their attention split an 
average of 5 ways. This is affecting how 
we learn, sleep, feel, and behave. 

Researchers have been releasing alarming statistics on a sharp and steady 
increase in kids’ mental illness, which is now reaching epidemic proportions:
1 in 5 children has mental health problems, 43% increase in ADHD, 37% 
increase in teen depression, 100% increase in the suicide rate in kids 10-14 
years old



Impact of Personal Tech.
Technology today does not have human's best 
interests in mind. The first generation of personal 
tech natives have seen declines in mental health 
as a result of their technology usage. Creators of 
technology need to take responsibility for this 
health crisis and refocus personal technology 
around human health needs. 

Statistics from a study conducted by Dr. Jean Twenge, author of iGen, show a stark change in generational norms after 
the release of the first "smart phone" leading to a decline in socialization and a surge in childhood lonliness from 2007 
to present. In 2011-2012, those having iPhones when over the 50% mark.  



Technologists are striving to make AI more human than humans in how it 
thinks, responds, and perceives information. However, users are questioning 
their comfort level with having a conversation with a robot when they believe 
its a human. An example of this is Google Duplex, above, which holds a phone 
conversation while remaining indistinguishable from another human. 

Humanizing Technology
Machine learning and artificial intelligence 
is making it possible for technology to be-
come increasingly more human. While it is 
possible to make machines sound human, 
companies and consumers are beginning 
to question the ethics of how far these hu-
manized machines should go. 

Society is trying to solve issues caused 
by technology with more technology.  
AI conversation bots focused on therapy 
are emerging for millennials to have 
24/7 access to mental health support. 

Our devices are becoming multi-purpose, 
anticipatory, and responsive, but how do 
we ensure they continue working with us 
not against us?



Direct Social Influence
Creators of AI are at risk of building their bias 
into the machines they create. These implicit 
foundational biases accelerate social issues 
and lead to widespread cultural acceptance of 
biased norms. As a result, AI has the power to 
directly influence society's ethics.

Microsoft's Inclusive AI team has identified 5 forms of bias for AI creators 
to be aware of. These address issues such as association bias where device 
identities create subconscious sexism and dataset bias where voice 
recognition priorities lead to indirect racism and marginalization of certain 
groups.

Current relationships between AI and 
customers will need to be re-evaluated 
as devices become more autonomous. 
Current technology relationships are 
beginning to reinforce slave-master 
dynamics with subservient identities, lack 
of boundries, and limitless options. This 
is problematic as voice interactions act 
as a model for how humans treat one 
another.



AI Limitations
Consumer device AI is learning fast but 
lacks the context it needs for widespread 
acceptance of the technology. Industry
decisions now will determine the success 
or failure of consumer AI in the future.

By producing in a society of constant product competition, 
companies don't share their datasets leading to slower development 
in AI growth and product innovation. This causes biases to be more 
prevalent and limits ethical AI decisions to a company level instead of 
an industry-wide discussion.

Individuals and companies responsible 
for sourcing, testing, and implementing 
AI datasets control the spread of 
knowledge, truth, and information 
sharing throughout society. 

AI is black and white: assumes truths, 
can’t grow, can’t create new knowledge. 
Microsoft's Teen Bot Tay.ai shows mob 
mentality at its worst by operating off of 
"assumed truths" shared on Twitter.



AI Ethics Emerges
Companies are beginning to prioritize ethical 
AI decision-making in technology design but 
still struggling. Building implicit morality into 
a product is inherently an ethical issue in itself. 
To avoid technocracy, these teams should be 
diverse and democratic. 

Google's company, YouTube, has been making policy decisions after the 2016 
elections to ensure the same outcome doesn't happen again. This is 
manifested in a company imposing policy about content based on political 
leanings leading to ethical questions about their effect on free speech.

Microsoft faceted their AI ethics focus 
into multiple teams. Their Inclusive AI 
Team is composed of leaders from 
across the company to focus specifically 
on ensuring ethical interactions in regard 
to user privacy and bias.

Google announced an AI ethics board in 
April 2019. Within a week, the group was 
cancelled as a response to outcry from 
employees with the comment that they 
were "still working on getting it right."



As artificial intelligence makes technology more impactful, 
AI will require ethical infrastructure development and oversight 

to ensure the future survival and well-being of humanity.



It is imperative that we begin prioritizing ethics in AI today.

As artificial intelligence makes technology more impactful, 
AI will require ethical infrastructure development and oversight 

to ensure the future survival and well-being of humanity.



Stakeholder Research

“Humane technology starts with an 
honest appraisal of human nature. 

We need to do the uncomfortable thing 
of looking more closely at ourselves.” 

-Tristan Harris, Co-Founder & Executive 
Director, Center for Humane Technology



User interviews, A/B testing, and qualitative 
research was conducted with business, policy, 
technology, and design experts to determine 
the best solution for an ethical AI future. 



Ethical AI requires support from government

Governing Bodies
Government, public and private 

organizations, research institutions

Needs Challenges Opportunities
Become a global leader in the race 
for AI dominance. 

Create sustainable, long-term AI
governance to protect humanity. 

Establish a progressive vision for 
the future of American innovation. 

Make educated legislative decisions. 

     Expert guidance

     Citizen protection

     Proactive legislation

     Global leadership

     Subject-matter expertise

     Global competition

     Private tech industry bias

     R&D funding

Solution

Education Recommendations Resources

Technology Consumers
AI Technology Users

Technology Industry
AI Technology Entities





Ethical AI requires support from businesses

Technology Industry
AI Technology Entities

Governing Bodies
Government, Public and Private Organizations, Research Institutions

Needs Challenges Opportunities
Improve brand image to help hire 
young talent, gain new customers, 
and keep existing customers happy

Create innovative solutions for 
new and existing products and 
services.

Develop responsible, sustainable 
solutions for the good of humanity.

     Create profit

     Build customer base

     Make new products

     Innovation

     Gain new customers

     Keep existing customers

     Compete in market

     Meet regulations

Solution

Assessments Guide Ethical AI Principles

Technology Consumers
AI Technology Users





Ethical AI requires support from consumers

Technology Consumers
AI Technology Users

Governing Bodies
Government, Public and Private Organizations, Research Institutions

Needs Challenges Opportunities
Create a culture that celebrates 
human well-being and connection.

Make educated decisions about 
technology usage. 

Support businesses that actively 
contribute to the greater good.

Ensure survival alongside AI.

     Trustworthy technologies

     Businesses as advocates

     Tech to alleviate problems

    Healthy human connection

     Transparency in technology

     Finding reputable resources

     Lacking a human advocate

     Technology benefits itself

Solution

Education Ethical AI Principles

Technology Industry
AI Technology Entities

Resources





Ethical AI Future

Ethics Education
Raise industry, government, 
and consumer awareness

Industry Guidance
Standards and regulations 
to establish expectations

Funding and Support
Government funding and top-
down industry implementation



Solution Development

“AI is capable of vastly more than almost 
anyone knows and the rate of improvement 

is exponential.. AI is a rare case where I 
think we need to be proactive in regulation 

than be reactive.” 
- Elon Musk



Wicked problems require 
collaborative solutions.

Information was designed by utilizing a research 
through design methodology to research, prototype, 
validate, and iterate solutions based on expert feedback. 

The complexity of AI in business and policy required 
extensive secondary research to develop beneficial 
information for AI leaders and legislators. 

The problem was ambitious but I could contribute 
my design thinking and digital design skills to integrate 
stakeholders into one place for discourse on the 
future of AI and help them access the tools they 
needed to make these decisions.  

Facilitating informed discourse on the future 

of AI was the solution I needed to create.

The optimal final output was determined to be an 
educational, integrated web-based toolkit for leaders 
in business and government to find information about 
the importance of an ethical AI future.



Many concepts were ideated
and solutions associated with 
stakeholders to determine 
benefits and opportunities. 



A select few concepts were
explored further to discover 
the best solution.



Concepts were condensed
further and scope was 
focused on three primary 
deliverables.



This educational website is 
the most simple, accessible 
solution to ensure the most 
visibility for all user groups.

Tabs communicate guiding 
principles and relevent tools 
for users and stakeholders in 
industry and government.



The website architecture is optimized 
for the three user groups: government, 
business, and consumer.



The website style was curated to provide 
users a sense of transparency, trust, and 
innovation.



Website design began with low fidelity 
wireframes to get a sense of the style 
and layout before beginning digital work. 



The website underwent many iterations 
and user feedback sessions over the 
3-month research and design period. 



The website branding utilizes color and 
transparency to depict the values of a 
transparent, human-centered future. 

#aeb4c2
#dee2e9

#ffffff
60% opacity

#000000 #3b456f #3d4972
#6a87a9

#35a0da
#78c7e9

Header 1
Open Sans Bold 48pt #ffffff

Header 2
Open Sans Semibold 24pt #000000

Subheader 1
Open Sans Semibold 24pt #3b456f

Button 1 Button 2 Link

SUBHEADER 2
Open Sans Semibold 16pt #ffffff

Body
Open Sans Regular 18pt #000000

Links
Open Sans Bold 21pt #3b456f



Final Solution

“We have to figure out some way to ensure that 
the advent of digital super intelligence is one 
which is symbiotic with humanity. I think that 
is the single biggest existential crisis that we 

face and the most pressing one.” 
- Elon Musk



The home page guides users 
through the purpose of the 
website and how to get the 
most out of it based on who 
they are.



Wireframe (right) shows 
home page experience. 

Sticky Nav Bar

Link to Government

Link to Business

Link to Principles

Scroll down

Scroll down

Scroll down

Home button

Scroll

Click

Click

Click

Click

Click

Click

Click



The importance of ethical AI is 
communicated in the background. 
From this page, businesses and 
governments choose from differing 
experiences.



Wireframe shows the 
Background page experience. 

Sticky Nav BarHome button

ScrollClick



The Ten Principles of Ethical AI Development set 
universal expectations for the future of ethical AI.



1
2
3
4
5

6
7
8

9

10

Reprioritize Humanity
Success metrics should be based on the improvement of the human condition with respect to the protection and promotion of international human rights and cultural norms.

Promote Sustainability
Entities and individuals should work toward common goals of environmental well-being by adhering to internationally established indicators of societal flourishing, see UN 
Sustainable Development Goals​.

Recognize Personal Agency
I​ndividuals should have control over the implementation and commoditization of personal data to maintain control and security over one’s identity.

Protect Privacy
B​uild public trust with a proactive privacy culture that promotes proper data use and follows international privacy regulations.

Provide Security
Individuals should have reasonable trust in the proper management of personal information. If security is breached, the entity is responsible for informing affected parties and 
swiftly finding favorable solutions.

Ensure Transparency
Decisions and motives should demonstrate good behavior through clear communication and accessibility to information. When problems arise, speed and response quality should 
strengthen user trust.

Embrace Accountability
Entities responsible for technology should share the responsibility of the technology mediations, implementation, and effects with individuals involved in the technology’s use.

Equitable Opportunity
T​echnology solutions should be useful and marketable to people with diverse abilities throughout its lifespan and applications, see U​niversal Design Principles​. Entities are 
responsible for educating employees and building inclusive teams to ensure equitably mediated technology outcomes.

Democratize Decisions
Technology decisions should be scrutinized by internal and external groups that represent products’ diverse user base throughout the development and implementation processes. 
This includes: governing parties, users, business leaders, technologists, and 3rd party partners.

Demonstrate Competence
Entities responsible for technology creation and implementation should operate with the required knowledge and skill to make effective, responsible decisions around the ethical 
implementation of the technology.
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Principles were created from aggregate secondary 
research of guides, principles, and methodologies 
on AI ethics, human-computer interaction, and trust. 

Tech Trends 2020
Deloitte Insights

7 Universal Design Principles
Center for Universal Design, 

North Carolina State University

Ethically Aligned Design
Institute of Electrical and 

Electronics Engineers

International Health 
Regulations (2005)

World Health Organization

In Pursuit of Ethics
BBB Training

Artificial Intelligence
National Institute of 

Standards and Technology



Wireframes show the 
Principles page experience. 

Sticky Nav Bar

Scroll

Home button

Click

Hover Hover ClickClick

Link to GovernmentLink to Business



Businesses  are guided 
through the development 
of ethical AI entities and 
technologies

Mediating Technology Business Strategy

Ethical AI Guide Responsibilities



Businesses are educated on 
the potential implications of 
AI as a mediating technology 
and the considerations these 
technologies require.

To embrace an ethical AI technology 
within an existing entity, business 

strategy education provides support 
to make successful strategic changes. 

“We’re seeing a kind of a Wild West situation with AI and 
regulation right now. The scale at which businesses are 
adopting AI technologies isn’t matched by clear guidelines 
to regulate algorithms and help researchers avoid the 
pitfalls of bias in datasets.” 

— Timnit Gebru, Research Scientist, Google AI



Wireframes show the Mediating 
Technology experience for businesses. 

Home button

Click

Sticky Nav Bar

Scroll

Next Button

Appear at 
page bottom

Click



Wireframes show the Business 
Strategy experience for businesses. 

Sticky Nav Bar

Scroll

Next Button

Appear at 
page bottom

Click

Home button

Click



The Ethical AI Development Guide provides 
step-by-step guidance with tools to businesses.



Wireframes show the Ethical AI Development 
Guide experience for businesses. 

Sticky Nav Bar

Scroll

Home button

Click

Next Button
Click



Next
page

HoverHover

Click
Next / Back Buttons

Animate 
icon on 
hover

Animate 
icon on 
hover



Wireframes show the Ethical AI Development 
Guide experience for businesses. 

Next Link

Appear at 
page bottom

Click

Sticky Nav Bar

Scroll

Home button

Click

Download Button

Click

Share

Click

Back Button

Click



Stakeholder Analysis
Analyze stakeholder opinions and 

impact based on personal bias, 
involvement, and power.

Principle Alignment Assessment
Compare entity and product values to 

the Ten Principles of Ethical AI.

Moral Assessment
Anticipate the ethical impact of 

the technology mediation.

Three tools guide businesses through the ethical 
development of AI technologies and entities.



The Stakeholder Analysis was created 
based on project management methods 
and the environmental screening 
stakeholder concept (Menlow, 1981).

Results provide a carded biography of the stakeholder 
with management recommendations for the entity. 

Stakeholder Information (1/3)

Project Information (2/3)

Risks and Benefits (3/3)

Results

Click

Next Page
Click



The Principle Alignment Assessment is a 
novel tool developed to compare current 
business values to the Ten Principles of 
Ethical AI.

Principle 1 Incomplete (1/10) Principle 1 Complete (1/10)

Data visualization 
updates as user 
completes form.

Next
page



Principle 4 incomplete (4/10) Principle 5 incomplete (5/10)

Principle 4 complete (4/10) Principle 5 complete (5/10)

Principle 2 incomplete (2/10) Principle 3 incomplete (3/10)

Principle 2 complete (2/10) Principle 3 complete (3/10)

Principle 6 incomplete (6/10)

Principle 6 complete (6/10)

Click
Next
page

Next 
Page



Principle 9 incomplete (9/10) Principle 10 incomplete (10/10)

Principle 9 complete (9/10) Principle 10 complete (10/10)

Principle 7 incomplete (7/10) Principle 8 incomplete (8/10)

Principle 7 complete (7/10) Principle 8 complete (8/10)

Click

Next 
Page

Click

Results



Results show strengths and weaknesses 
in businesses’ ethical AI values and 
instruct them on ways to improve. 

Results

Results (expanded)

Click

Download Button

Click Exit Button

Click

Share

Click



The Principle Alignment Assessment was 
validated through user interviews with 
stakeholders and industry experts to 
determine the most strategically insightful 
questionnaire for AI technology entities. 



The Moral Assessment is a novel tool 
combining Verbeek’s Technology Mediation 
Theory and a consequentialist framework 
of moral reasoning to determine if the 
proposed technology is ethical or not. 

Results provide a vision for the technology’s impact and 
a clear roadmap for the technology to meet entity goals.

Background (1/4) Impact (2/4)

Mediations (3/4) Outcomes (4/4)

Next Page
Click

Click

Click

Results
Click



AI entities’ responsibilities provide 
insight into the implications of AI 
technology for humans and their 
ethical imperative. 



Wireframes show the 
Responsibilities experience for businesses. 

Next Button

Appear at 
page bottom

Click

Microanimation 1

Animate

Microanimation 2

Animate

Sticky Nav Bar

Scroll

Home button

Click

Microanimation 3

Animate



Decision-making Legislation

Recommendations Resources

Governments  are given 
the resources to make 
educated decisions for AI 
technology legislation.



Legislators must understand 
how decision-making needs 
differ in AI technologies to 
determine the best trajectory 
for each industry’s needs.



Wireframes show the decision-
making experience for governments. 

Sticky Nav Bar

Scroll

Home button

Click

Decision Loop 1

Animate

Decision Loop 2

Animate

Decision Loop 3

Animate



Resources pertinent to AI 
legislation are provided for 
users to learn more about AI 
governance and the origin of 
information available here.

A timeline of existing AI legislation in 
the US is available for users to learn 
about policy decisions and progress 

made in AI governance to date. 

“In this era of profound digital transformation, it’s important to 
remember that business, as well as government, has a role to 
play in creating shared prosperity — not just prosperity.  After
 all, the same technologies that can be used to concentrate 
wealth and power can also be used to distribute it more widely 
and empower more people.” 

— Erik Brynjolfsson, Director of the MIT Initiative on the Digital Economy



Wireframes show the resources 
experience for governments. 

Sticky Nav Bar

Scroll

Home button

Click

Click
Next Button

Appear at 
page bottom



Wireframes show the AI Legislation 
experience for governments. 

Scroll

Click



Legislative recommendations 
aggregate executive decisions 
and current AI trajectories to 
provide a future action plan 
for US policy-makers.



Wireframes show the recommendations 
experience for governments. 

Sticky Nav Bar

Scroll

Home button

Click

Recommendation
Details

ClickHover

Next Button

Appear at 
page bottom

Click



Wireframes show the recommendations 
experience for governments. 

HoverClick

Link to Recommendation Details



Wireframes show the recommendations 
experience for governments. 

HoverClick

Link to Recommendation Details



Wireframes show the recommendations 
experience for governments. 

HoverClick

Link to Recommendation Details



Wireframes show the recommendations 
experience for governments. 

HoverClick

Link to Recommendation Details



Resources are available for 
users who want to learn more 
about potential futures for 
ethical artificial intelligence. 

Users access information about 
the project, stakeholders, and 

future considerations here. 



Wireframe shows information 
about the project. 

Sticky Nav Bar

Scroll

Home button

Click

Microanimation 1

Animate

Microanimation 2

Animate



Wireframe shows resources
about the project. 

Sticky Nav Bar

Scroll

Home button

Click



Impact

“AI is a fundamental risk to the 
existence of human civilization.”

- Elon Musk



Humans have to choose a proactive or reactive relationship.

Technology will progress regardless of design decisions.

Design is responsible for providing human advocacy.



“AI will be the best or worst thing ever for humanity”

- Elon Musk



Build an Ethical Culture
This website is only the beginning of creating a successful solution. 
As technologies and their entities are pressured to meet governance 
guidelines, consumer cultures will form in response to the shift. 

It will be essential to the ethical development of technologies to 
recognize the consumer’s opinions, responses, and ultimately culture
 as an active driver in the future of AI technologies’ success. Let’s build 
a culture that encourages ethical behavior and holds one another 
accountable for our actions with and through AI technologies. 

Future Considerations



Automate Ethical AI Guidance
This website has been envisioned as a three-phase tool to continue 
providing guidance for these stakeholders in the future. 

1. The current solution serves as a minimum viable product, acting as a 
catalyst for change in ethical AI education and conversation. 

2.  A web-based business application would provide a place to submit 
technology information to governance groups for approval and Ethical 
Certification. The process for review and acceptance would be 
managed by a governing party, similar to patent applications today. 

3.  The application process would be automated with AI to provide 
immediate results to entities about how to make technologies more 
ethical and if their technologies qualify for an Ethical AI Certification. 

Future Considerations



Advisors

To the experts, advocates, and leaders:

Thank you for your endless support that made this 
project a reality. Without your passion and intelligence 
I could not have explored AI solutions with the voracity 
and depth I hoped for. Your enthusiasm for learning 
and many hours of feedback have been invaluable to 
the success of this capstone.



shelbihoward.com

howardsb@mail.uc.edu

www.linkedin.com/in/shelbihoward/

Let’s chat
Curious about technology and its implications? 

Looking for a passionate UX designer?

Let me help you design a better future. 

http://shelbihoward.com
http://www.linkedin.com/in/shelbihoward/


Project Resources



Business



Government


