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Problem Research



Technology lacks oversight.
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Technology is diminishing social Mental health decline aligns with Tech companies compete for
norms and human interaction. mass adoption of smartphones. humans' time not their well-being.

Humanity is being affected by
unethical technology outcomes.



Humanity Disrupted

Empathy is being reduced as impersonal
technology becomes humans primary
communication method. The kids of today
are the adults of tomorrow and something
about the technology needs to change
before we destroy our humanity forever.

Generation Z (12-22 years old) is losing
its ability to read non-verbal
communication as a result of lacking
physical interaction with others
throughout social development.

Attention has become an important Researchers have been releasing alarming statistics on a sharp and steady
human resource. At any given time today, increase in kids’ mental illness, which is now reaching epidemic proportions:
one person has their attention split an 1in 5 children has mental health problems, 43% increase in ADHD, 37%
average of 5 ways. This is affecting how increase in teen depression, 100% increase in the suicide rate in kids 10-14

we learn, sleep, feel, and behave. years old



Impact of Personal Tech.

Technology today does not have human's best
interests in mind. The first generation of personal
tech natives have seen declines in mental health
as a result of their technology usage. Creators of
technology need to take responsibility for this
health crisis and refocus personal technology
around human health needs.
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Statistics from a study conducted by Dr. Jean Twenge, author of iGen, show a stark change in generational norms after
the release of the first "smart phone" leading to a decline in socialization and a surge in childhood lonliness from 2007
to present. In 2011-2012, those having iPhones when over the 50% mark.



Humanizing Technology

Machine learning and artificial intelligence
is making it possible for technology to be-

come increasingly more human. While it is
possible to make machines sound human,
companies and consumers are beginning

to question the ethics of how far these hu-
manized machines should go.

Teacher, Therapist, Parent, Spy

What Alexa is doing to us

Our devices are becoming multi-purpose,
anticipatory, and responsive, but how do
we ensure they continue working with us
not against us?

Woebot

hey Mark, what are you up

to?
Hey Woebot, studying for
finals.. freaking out &

Society is trying to solve issues caused Technologists are striving to make Al more human than humans in how it

by technology with more technology. thinks, responds, and perceives information. However, users are questioning
Al conversation bots focused on therapy  their comfort level with having a conversation with a robot when they believe
are emerging for millennials to have its a human. An example of this is Google Duplex, above, which holds a phone

24/7 access to mental health support. conversation while remaining indistinguishable from another human.



Direct Social Influence

Creators of Al are at risk of building their bias
into the machines they create. These implicit
foundational biases accelerate social issues
and lead to widespread cultural acceptance of
biased norms. As a result, Al has the power to
directly influence society's ethics.

Current relationships between Al and
customers will need to be re-evaluated
as devices become more autonomous.
Current technology relationships are
beginning to reinforce slave-master
dynamics with subservient identities, lack
of boundries, and limitless options. This
is problematic as voice interactions act
as a model for how humans treat one
another.

i keep saying Alexa when | mean to say
Siri and i just cant believe i live in atime
where i am gettin my servant robots
names mixed up

Microsoft's Inclusive Al team has identified 5 forms of bias for Al creators
to be aware of. These address issues such as association bias where device
identities create subconscious sexism and dataset bias where voice
recognition priorities lead to indirect racism and marginalization of certain
groups.



Al Limitations

Consumer device Al is learning fast but
lacks the context it needs for widespread
acceptance of the technology. Industry
decisions now will determine the success
or failure of consumer Al in the future.

100 MOST PROMISING Al STARTUPS GLOBALLY
(GROUPED BY SECTOR)

SIZE OF CIRCLE SHOWS TOTAL
FUNDING FOR EACH COMPANY

ZestFinance
CREDIT SCORES
$268

million

Al is black and white: assumes truths,
cant grow, can't create new knowledge.
Microsoft's Teen Bot Tay.ai shows mob
mentality at its worst by operating off of
"assumed truths" shared on Twitter.
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FORTUNE MAGAZINE SOURCE: CB INSIGHTS; FOR THE COMPLETE LIST, G0 TO CBINSIGHTS.COM/RESEARCH-AI-100.

Individuals and companies responsible By producing in a society of constant product competition,

for sourcing, testing, and implementing  companies don't share their datasets leading to slower development
Al datasets control the spread of in Al growth and product innovation. This causes biases to be more
knowledge, truth, and information prevalent and limits ethical Al decisions to a company level instead of
sharing throughout society. an industry-wide discussion.



Al Ethics Emerges

Companies are beginning to prioritize ethical
Al decision-making in technology design but
still struggling. Building implicit morality into

a product is inherently an ethical issue in itself.

To avoid technocracy, these teams should be
diverse and democratic.
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: Google Al

Google announced an Al ethics board in
April 2019. Within a week, the group was
cancelled as a response to outcry from
employees with the comment that they
were "still working on getting it right."

What is one thing
you can do today to
practice empathy?

m Microsoft

Microsoft faceted their Al ethics focus
into multiple teams. Their Inclusive Al
Team is composed of leaders from
across the company to focus specifically
on ensuring ethical interactions in regard
to user privacy and bias.

You () Red

This video has been removed for violating YouTube's Terms of Service.

Sorry about that.

Google's company, YouTube, has been making policy decisions after the 2016
elections to ensure the same outcome doesn't happen again. This is
manifested in a company imposing policy about content based on political
leanings leading to ethical questions about their effect on free speech.



As artificial intelligence makes technology more impactful,
Al will require ethical infrastructure development and oversight
to ensure the future survival and well-being of humanity.



As artificial intelligence makes technology more impactful,
Al will require ethical infrastructure development and oversight

to ensure the future survival and well-being of humanity.

It is imperative that we begin prioritizing ethics in Al today.




Stakeholder Research



User interviews, A/B testing, and qualitative
research was conducted with business, policy,
technology, and design experts to determine
the best solution for an ethical Al future.

Richard Harknett

Head of Political Science at the
University of Cincinnati. One of the
world's leading online security
experts and scholar-in-residence
for the DoD U.S. Cyber Command.

Sam Lowe

Designer and brand strategist
creating stories for businesses to
reach customers. Offered support
on creative strategy, copywriting,
and leadership communications.

Claudia Rebola

Information design PhD providing
research support for intelligent
systems, human-Al interactions,
and communication throughout
design and development.

Alexander Motz

Computer engineer and serial tech
entrepreneur providing business
and technology insight on the
functional applications of artificial
intelligence.

Derek Shewmon

Serial technology entrepreneur
advocating for small business
needs and entity engagement in
ethical Al solutions.

Erik Sheagren

Cognitive Science PhD at Columbia
University focused on the Theory
of Mind. Responsible for providing
philosophy and ethics support for
human-Al interactions.



Ethical Al requires support from government

Needs Challenges

e Expert guidance ® Subject-matter expertise
e (itizen protection ® Global competition

e Proactive legislation e Private tech industry bias
e Global leadership e R&D funding
Solution

Governing Bodies

organizations, research institutions

Technology Industry
Al Technology Entities

Technology Consumers
Al Technology Users
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Richard Harknett

Head of Political Science at the
University of Cincinnati. One of the
world's leading online security
experts and scholar-in-residence
for the DoD U.S. Cyber Command.



Ethical Al requires support from businesses

Governing Bodies
Government, Public and Private Organizations, Research Institutions

Needs Challenges

® Create profit ® (Gain new customers

® Build customer base e Keep existing customers
e Make new products e Compete in market

e |[nnovation e Meet regulations
Solution

Technology Industry

Technology Consumers
Al Technology Users
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Derek Shewmon

Serial technology entrepreneur
advocating for small business
needs and entity engagement in
ethical Al solutions.



Ethical Al requires support from consumers

Governing Bodies
Government, Public and Private Organizations, Research Institutions

Technology Industry
Al Technology Entities

Needs Challenges

® Trustworthy technologies ® Transparency in technology
e Businesses as advocates e Finding reputable resources
e Tech to alleviate problems e | acking a human advocate
e Healthy human connection e Technology benefits itself
Solution

Technology Consumers

Al Technology Users Ethical Al Principles
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1A

Ethics Education Industry Guidance Funding and Support
Raise industry, government, Standards and regulations Government funding and top-
and consumer awareness to establish expectations down industry implementation

Ethical Al Future



Solution Development



Wicked problems require
collaborative solutions.

Facilitating informed discourse on the future

of Al was the solution | needed to create.

Information was designed by utilizing a research
through design methodology to research, prototype,
validate, and iterate solutions based on expert feedback.

The complexity of Al in business and policy required
extensive secondary research to develop beneficial
information for Al leaders and legislators.

The problem was ambitious but | could contribute

my design thinking and digital design skills to integrate
stakeholders into one place for discourse on the
future of Al and help them access the tools they
needed to make these decisions.

The optimal final output was determined to be an
educational, integrated web-based toolkit for leaders
in business and government to find information about
the importance of an ethical Al future.



Many concepts were ideated
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A select few concepts were
explored further to discover
the best solution.
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Concepts were condensed
further and scope was
focused on three primary
deliverables.
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The website architecture is optimized
for the three user groups: government,
business, and consumer.

Home Page

Intention
-Decision-making tool
for leaders, businesses,

Background
Understanding Ethical Technology

and consumers to make
proactive choices about
Al technology

Govt. Applications

Business Applications

Consumer Applications

h

Problems
-Mental Health
-Consumer trust
-Hiring Talent

Ethical Foundations
-Define ethics
-Define Al

r

Principles of Ethical Al Technology

10 Principles

Choose Business

Business Support
Guide to Create Ethical Technology

Landscape Assessment
-Drivers
-Roles

Reprioritize Goals
(humanist vs capitalism)

Business Strategy

OR

Choose Government

Guide (Details 1-7)

Guide (Infographic) OL
Responsibilities

Assessment Tools

Case Study / Examples Today

Government Support
Political Infrastructure Needs

Decision-Making / Potentials
-Human out (self-driving)

-Human in (GPS)

-Human on (healthcare diagnostics)

Legislation

Recommendations

Resources

Click links for
assessment
worksheet

Assessment Tools (Details)

Introduction / Description

Worksheet

About

Project Background

»| Stakeholders

rY

Resources




The website style was curated to provide

users a sense of transparency, trust, and
innovation.
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Website design began with low fidelity

wireframes to get a sense of the style
and layout before beginning digital work.
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The website underwent many iterations
and user feedback sessions over the
3-month research and design period.
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The website branding utilizes color and
transparency to depict the values of a
transparent, human-centered future.

Header 2 Body

Open Sans Semibold 24pt #000000 Open Sans Regular 18pt #000000

Subheader 1 Links

Open Sans Semibold 24pt #3b456f Open Sans Bold 21pt #3b456f

Link >

Button 1 Button 2

#aeb4c2 #IFFff #000000  #3b456f  #3d4972  #35a0da
#dee2e9 60% opacity #6a87a9  #78c7e9

his is a toolkit to helpié
businesses, and consil
make ethical decisions
artificially intelligent

Understand Al Governance *

cuptomar gt

[an— riasiss L [

Principle Alignment Assessment - Results

Congraculations, you have complated the Principli AlEAMENE ASsessmnt for yeur enty, Th entity & within 20% - 30% algnresnt with the Ethical Al Teehncligy Princioies. View your ssuis
Below and learh how the entity can become more ethically Migned.

Downkoad or Share your results for later and retsr to the Ethical ikt b CONEInUS your ethical £Y enticy.
100
ogrent: 1%
lqnm
Copermnty
= H
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starsdards,

How to Improve your Competence
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Principle 5: Provide Security
Principle 4: Protect Privacy

Principle 8: Equitable Opportunity

The entity has work to do on:

Principle & Ensure Transparency

Principle 1: Prioritize Humanity

Principle 7: Embrace Accountability

Principle 2: Promote Sustainability

Principle 3: Recognize Personal Agency

Principle 9: Democratize Decisions
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Final Solution



This is a toolkit to helpieaders,
businesses, and cCONSEMMErs
make ethical decisionSiaBout

artificially intelligent,’. |

The home page guides users
through the purpose of the
website and how to get the
most out of it based on who
they are.



Wireframe (right) shows
home page experience.

Home button

%

Click

Scroll down

%

Click

Scroll down

%

Click

%

Scroll down

Click

This is a toolkit to help I8

businesses, and co
make ethical decisi
artificially intelligent

¥

Scroll

Sticky Nav Bar

Click

Link to Government

Link to Business

%

Click

Link to Principles



The importance of ethical Al is
communicated in the background.
From this page, businesses and
governments choose from differing
experiences.

Ethical Artificial Intelligence ¥ +

http/fartihicialintelligenceethics. org/background

What is ethical artificial intelligence?

Background Principles Businesses Sovermment

As an Al technology business leader, government party responsible for legislating Al technologies, or responsible Al technology user, it is important to understand why ethics is an essential

consideration for the development, oversight. and use of Al technologies

Al Oversight is Necessary

Technology Is becoming more intelligent and connected, creating evermore
dependency on Its infrastructure for the survival of humankind. As human-
technology relationships have evolved, personal technology products have
become key cornerstones in societies’ function, cr eating new norms and
changing human behaviors. This dependency is cause for concern when
companies prioritize capitalist aims of monetizing human time over human
health, a decision that is not sustainable for human life

How do we ensure we're choosing the best future?

To ensure the survival of humanity, it is essential to adopt a new mindset
for the future of Al that is focused on long-term, sustainable solutions for
human-Al relationships. It is time that the human s prioritized and these
technologies become tools to raise humanity to a new standard of well-
being. However, this is easier said than done

To create a total shift in the mindset around technology, major stakeholders
will have to re-evaluate their value systems and actions from the foundation
to ensure that the development of the future global Al infrastructure is
ethical and human-centered. This website provides the information
necessary IUI’ businesses and SU\N'_'I' I'Ill'lg t]llti”"x to i}lfglfl &g (i'l.jl'(lgll'lg this
shift into an ethical technology system for the future.




Sticky Nav Bar

Home button ‘ TEDT, e b R

Click Scroll
What is ethical artificial intelligence?

As an Al technology business leader, government party responsible for legislating Al technologies, or r ible Al tech user, it is imp: 1oL vd why ethics is an essential
consideration for the development, oversight, and use of Al technologies.

Al Oversight is Necessary

By g more intelligent and connected, treating evermere
dependency on its infrastructure for the sunival of humankind. As human-
technology relationships have evolved, personal technology products have
become key cornerstones in societies’ function, creating new norms and
«changing human behaviors. This dependency Is cause for concern when
cornpanies prioritize capitalist aims of monetizing human timde ovir human
health, a decision that Is not sustainable for human life.

How do we ensure we're choosing the best future?

To ensure the survival of humanity, it is essential to adopt a new mindset
far the future of Al that is focused on long-term, sustainable solutions for
human-Al relationships. It is time that the human is prioritized and these
technologhes become tools to ralse humanity to a new standard of well-

» being, However, this is easier said than done.

To creats a total shift in the mindset around technalogy, major stakeholders
will have to re-evaluate their value systems and actions from the foundation
to ensure that the development of the future global Al infrastructure is
ethical and human-centered, This website provides the infermation

' necessary for businesses and governing bodies to begin encouraging this
shift into an ethical technology system for the future.

The Role of Trust

Trust is hovd to goin and eosy fo lose.

hnology prov

gles, trust must be at the core of thelr development.

aformation
harmifully

This does not mean that the technologies must be flawd
e
bsite will assist ent

“Trust is a willingness to make yourself vulnerable because you expect the broader system to act in ways that support your values and
interests. That doesn't mean that you expect the company will never make a mistake or experience an unintended outcome. Instead,
what’s important is that if something goes wrong, you're confident that the company will take care of it.”

- Durel Danka, Py, Prodesnor of phiousphy and prpchology, Carmegle Malion Univeruity

Wireframe shows the

Background page experience.

Artificial Intelligence Context

The intended context of artificlal intelligence (Al) must first be defined before
one can understand the ethical implications of these principles on applicable
technologies. In this case, Al categorization is adopted from the One
Hundred Year Study of Al that views Al as "a branch of computer science
that studies i by ing ir .

prop by sy

While Alis not a new concept, these principles are especially applicable to
technologies that enable machines to act rationally, or think similarly to
hurmans, through the computing of Big Data with machine learning
algorithms. These principles apply to both general and narrow applications.
af Al to ensure that the next wave of pervasive, revolutionary Al technologies
are trustworthy enough to promote sodial geod and address the risks that
Al poses 1o human existence.

Applied Ethics

To d ine athical Al ap a Utilitarian co i fi k
has been applied to th i5i aking process of Al

development at the business entity level. To successfully apply a
consequentialist theory to artificial inteliigence (Al), one must assume the Al
in question is without rights and, therefore, benefits most from a Utilitarian
ethical approach.

In this case, entities are encouraged to take a top-down approach to
technology development from creating guidelines and communicating
wvalues to quantifying human-focused KPls and providing ongoing employes
education around meta-ethics principles and normative ethics education.

Ethical Al technalogy is only po ihien the entity's stakehold
employees, and users are confident in the transparent implementation of
ethical principles in the technology mediation to maximize the good for as
mary people as possible.
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The Ten Principles of Ethical Al Development set
universal expectations for the future of ethical Al.

Ethical Artificial Intelligence 'Y +

hittp://artificia :|||e-|l|:;4-r|.4-»—-" ics.org/principles ' .
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Ten Principles of Ethical Artificially Intelligent Technology

The Ten Principles of Ethical Al Technology provide a framework for entities to create technologies that benefit humankind. The benefits of the technology mediation will never overcome
or undermine the human condition. Ultimately, an entity that follows the ethical Al principles creates a net improvement for the social, environmental, and human condition.

Ethical Al technology development and implementation will:

Reprioritize Humanity

Success metrics should be based on the improvement of the human condition with respect to the protect

promotion of international human rights and cultural norms.

Promote Sustainability

Entities and individuals should work toward common goals of environmental well-being by adhering to internationall
established indicators of societal flourishing, see UN Sustainable Development Goals.

Recognize Personal Agency

Individuals should have control over the implementation and commaoditization of personal data to
and security over one's identity

Protect Privacy

Build public trust with a proactive privacy culture that promotes proper data use and follows international privacy
regulations.
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Reprioritize Humanity
Success metrics should be based on the improvement of the human condition with respect to the protection and promotion of international human rights and cultural norms.

Promote Sustainability

Entities and individuals should work toward common goals of environmental well-being by adhering to internationally established indicators of societal flourishing, see UN
Sustainable Development Goals.

Recognize Personal Agency
Individuals should have control over the implementation and commoditization of personal data to maintain control and security over one's identity.

Protect Privacy
Build public trust with a proactive privacy culture that promotes proper data use and follows international privacy regulations.

Provide Security
Individuals should have reasonable trust in the proper management of personal information. If security is breached, the entity is responsible for informing affected parties and
swiftly finding favorable solutions.

Ensure Transparency
Decisions and motives should demonstrate good behavior through clear communication and accessibility to information. When problems arise, speed and response quality should
strengthen user trust.

Embrace Accountability
Entities responsible for technology should share the responsibility of the technology mediations, implementation, and effects with individuals involved in the technology’s use.

Equitable Opportunity
Technology solutions should be useful and marketable to people with diverse abilities throughout its lifespan and applications, see Universal Design Principles. Entities are
responsible for educating employees and building inclusive teams to ensure equitably mediated technology outcomes.

Democratize Decisions
Technology decisions should be scrutinized by internal and external groups that represent products’ diverse user base throughout the development and implementation processes.
This includes: governing parties, users, business leaders, technologists, and 3rd party partners.

Demonstrate Competence
Entities responsible for technology creation and implementation should operate with the required knowledge and skill to make effective, responsible decisions around the ethical
implementation of the technology.
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Tech Trends 2020 7 Universal Design Principles In Pursuit of Ethics
Deloitte Insights Center for Universal Design, BBB Training

North Carolina State University

INTERNATIONAL

i =g
N ETHICALLY
| B J ALIGRED DESIGN
P - L T F.r'r_s_'r Edman ;
REGULATIDING:
[2005]

International Health Ethically Aligned Design Artificial Intelligence
Principles were created from aggregate secondary Regulations (2005) Institute of Electrical and National Institute of
World Health Organization Electronics Engineers Standards and Technology

research of guides, principles, and methodologies
on Al ethics, human-computer interaction, and trust.
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Promote Sustainability
Entities and individuals should work toward common goals of emvironmental well-being by adhering to internationally
established indicators of societal flourishing, see UN Sustainable Development Goals

Recognize Personal Agency

Individuals should have control over the implementation and commeditization of personal data to maintain control
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and security over one's identity.

Protect Privacy

Build public trust with a proactive privacy culture that promotes proper data use and follows international privacy
regulations.

Provide Security

Individuals should have reasonable trust in the proper management of personal information. If security is breached,
the entity is responsible for informing affected parties and swiftly finding favorable solutions.

Ensure Transparency

Decisions and motives should demonstrate good behavior through clear communication and accessibility 1o
information. When problems arise, speed and response quality should strengthen user trust.

Embrace Accountability

Entities responsible for technology should share the responsibility of the technalogy mediations, implementation,
and effects with individuals involved in the technology’s use.

Equitable Opportunity

Technology solutions should be useful and marketable Lo people with diverse abilities throughout its lifespan and
applications, see Universal Design Principles. Entities are responsible for educating employees and building
inclusive teams to ensure equitably mediated technology cutcomes.

Democratize Decisions

Technology decisions should be scrutinized by internal and external groups that represent products’ diverse user
base throughout the development and implementation processes. This includes: governing parties, users, business
leaders, technologists, and 3rd party partmers.

Demonstrate Competence

Entities respansible for technology creation and implementation should operate with the required knowledge and
skill to make effective, responsible decisions around the ethical implementation of the technology.
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Businesses are guided
through the development
of ethical Al entities and S S
technologies

Ethical Al Guide Responsibilities



“We're seeing a kind of a Wild West situation with Al and
regulation right now. The scale at which businesses are
adopting Al technologies isn't matched by clear guidelines
to regulate algorithms and help researchers avoid the

pitfalls of bias in datasets.”

— Timnit Gebru, Research Scientist, Google Al

Businesses are educated on
the potential implications of
Al as a mediating technology
and the considerations these
technologies require.

Rethink Your Business Strategy

To embrace an ethical Al technology

within an existing entity, business
strategy education provides support
to make successful strategic changes.
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Creating an Ethical Al Industry

While users are responsible for their actions on a device, it is unethical for technology companies to blame society for negative outcomes that were intentionally mediated or unconsidered
through the aim to monetize human time. Companies share the responsibility of the outcomes of technology on humankind. They are responsible for anticipating these effects and acting in
the best interest of the user to empower humans through their personal devices.

Without its own moral conscience, technology can only be a result of the systems and data that comprise its function. Those who are responsible for designing and developing the foundation
of these products add intrinsic biases and corruption built into products if proper ethical considerations aren't pursued. When technology companies imbue their own biases and personal aims
into products, market-reactive, unsustainable products are created that negatively affect human life. When a purpose is built into the product, intentionally or blindly, it gains qualities that
manipulate and deceive society, when abused, or empower and sustain society, when successful,

The processes used by technology companies to develop technology infrastructures, and the products that comprise them, today will determine the future longevity of humankind. To ignore
or intentionally malign this responsibility would lead to dangerous outcomes for social systems lacking active ethical mediation of technology development to proactively influence its function,
values, and survival. Learn how businesses can ensure better technology futures by re-aligning business objectives and products to human needs through sustainable, ethical methods,

Ensuring a Better Future

Assume Shared Responsibility

There are two types of responsibility to consider when developing Al technology. The first form
of responsibility that Al entities must account for is causal responsibility, which occurs when the
user is the cause of an event or state of affairs resulting from the human-Al interaction. The
second is moral responsibility. A person can be held morally responsible for his or her actions
only when the person acts purposely and freely. Both forms of responsibility relating to Al
technologies can quickly become complicated when entities actively mediate user interactions
with Al products and services.

Contribute to

fosiedlaton Before creating ethically mediated products, consider: To what extent can humans be held

responsible for actions that were mediated or induced by technologies? For example, users can't
just “choose to not use social media” when it has been mediated to be persuasive, despite the
claims of social entities today. This mindset of removed responsibility for unintended outcomes
is not sustainable when the entity's customers are being actively manipulated by mediating
technologies. Consider: To what extent can designers and users be held responsible for undesirable
farms of mediation?

Technology Mediation is...

The analysis, anticipation, and
experimentation with human-
product relations. Assesses the
technology's impact on human
experience, behavior, and
social practices.

Recognize Technologies as More than Causal

By mediating human interpretations and actions, entities actively co-shape moral responsibility.
The outcomes of human-Al interactions are the result of specific impacts of technologies and
specific practices of use. In some way, the actions of users are the result of activities of the
designer. While one cannot blame technology for moral issues, it does play a role.

Mediated Action is Complicated

While the technology has an active role, it is not morally accountable for its mediations on
From mediation human behavior. With the rise of Al, technologies are becoming full-fledged moral agents in
theory, a framewark the way humans are moral agents. However, it is important to remember that both users and
to analyze the roles designers are responsible for technologically mediated actions.

technologies play in
human existence and

Realize Technology's Potential

Technology mediation should focus on the health and longevity of the humans using it. By
applying ethics to the development of Al technology products and services, we can be
proactive about our future.

in society.
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Rethink Your Business Strategy

Background Principles Businesses Government About

Mediating Tech

Ethical Al Guide

Responsibilities

For businesses to create ethical products, they must start by making foundational changes to the business entity itself. A company that prioritizes ethics will display this from the bottom up.

Home button From how it interacts with employees and partners to the principles embued in products and services, all of the entity's beliefs and actions contribute to a technology culture, setting new

look at their business strategies.

Understand Efficiency vs Effectiveness

Today's businesses measure success through efficiency metrics, known as key performance
indicators (KPIs). These KPIs might include return on investment, operations, and NPS metrics.
While these business outcomes show how you got where you are now, they fail to account for
what the customer sees, or the customer outcomes. To account for sustained long-term success,
businesses must measure themselves against both the outcomes of the business as well as the
product or service's outcomes for customers.

Create Holistic Business Metrics

To ensure sustainable business outcomes, effectiveness metrics should consider the entire
business lifecycle of the product, from stakeholders to employees and eventually on to
customers. Success should include consumer outcomes by prioritizing consumer conversion
along the loyalty ladder (right), from awareness to the eventual goal of customer advocacy.
Internally, success should be measured by regularly monitoring teams to ensure strategic
alignment and motivation, resource support and tool availability, prioritization of a bold
long-term roadmap over product features, and finally a shared vision among employees and
stakeholders.

Discover New Opportunities

By rethinking business strategies, companies are able to create better products with better
impacts that benefit more customers. Create a better experience for customers by reducing
effort, focusing on improving individual lives, and swiftly managing product anxieties as they
occur. Remember that loyalty takes time to build, but the growth of trust over time is as
invlauable to business success as sales or investment. Use the algorithm below to help guide
sustainable business growth and identify new opportunities.

Vision x Motivation x Roadmap x Capability = Momentum

Wireframes show the Business
Strategy experience for businesses.

expectations for competition, customers, and employees across the technology industry. Expectations must change beginning with foundational values. To do this, entities must take another

ADVOCACY

The customer self identifies with the brand.
They provide unsolicited feedback and referrals.
This level creates community and defends the brand.

LOYALTY

The customer no longer needs to look for other
solutions. However, a bad customer experience can
make them go back down the ladder.

The Customer Loyalty Ladder

Next: Guide to Make Ethical Al “
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Ethical Artificial Intellige

The Ethical Al Development Guide provides
step-by-step guidance with tools to businesses.

x 4+

http:/fartificialintelligenceethics.org/principles
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Guide to Create an Ethical Al Business

persuative

1
Create a Strategic Plan
‘What are the relevant values
and interests of the company
and its stakeholders?
Anticipate the future role of
the technology mediation.

complate # principle
afignmant sssesemant

Create a Culture that
Prioritizes Ethics
Top-down enterprise-wide
support for employee and
consumer ethics education,

Businesses Government About

Background

Frinciples

Guide

Risks + Benefits

The amalysis, anticipation, and
experimentation with human-
product relations, Assesses
the technolegy’s impact on
human experence, behavior,
and social practices.

Define Guiding Principles
Ask yourself what values the
company should have. Then,
given these values, what will
you do to advance them?

Establish Ethical

Metrics for Success
Create human-centric medals
to support long-term secial
and envirenmental well-being,

. ' Continue
- supporting
- the tech.

mainaln your ethical technalogy

10f 10

To create an ethical Al technology, the entity must have the necessary architecture in place to properly develop and support the technology. The fallowing is a step-by-step approach for entities
to ensure that both their business competencies and their technology are ethically aligned.

The aim of this approach is a two-fold focus on the entity and its technology. First, a framework for entities to ensure ethical development through their guiding principles, culture, and employ-
ee structure, Secondly, the tools provided with this approach assist entities in understanding the moral significance of the technology by anticipating how and where it will impact. Ultimately,
entities are provided the resources to create a wholistic ethical approach with their Al technology.

Wireframes show the Ethical Al Development

Guide experience for businesses.
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Three tools guide businesses through the ethical
development of Al technologies and entities.

Moral Assessment
Anticipate the ethical impact of
the technology mediation.

Stakeholder Analysis
Analyze stakeholder opinions and
impact based on personal bias,
involvement, and power.

Principle Alignment Assessment
Compare entity and product values to
the Ten Principles of Ethical Al



The Stakeholder Analysis was created
based on project management methods

and the environmental screening
stakeholder concept (Menlow, 1981).
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Stakeholder Analysis - Results

Background Principles Businesses Government

Congratulations, you have completed the Stakeholder Analysis for Fiona Renee Lewis. Download this information and use it as a resource in project reviews and decision-making meetings.
This will help you better understand the behavior, intentions, inter-relations and interests of the individuals and groups that are affecting the project.

Mow, you can exit or create another assessment.

FIONA RENEE LEWIS
Iris Project Manager

PERSONAL INFORMATION
Affiliations: Environmental Protection Agency (EFA)
Knowledge Level (1-3k Expert (3)

Support Level (1-5): Somewhat Supportive (4)

PROJECT INFORMATION
Invelvement: Widnesday, weekly
Responsible Party: Dev Ops, Quality Assurance

Activities:
-0 result review
-Release confirmation for each ohase

Project Expectations:
=0K the environmental QA results
-Confirm release date and time to EU and Asia Pacific

Date due: End of 2021 Q1

Create New Analysis

Stakeholder Analysis
9/30/20

UFDATES

Milestone Two: 9/ 1
Laurnech phase 2 and begin customer research on phase 3

Project Status: 312
Phase 3 development ready to begin

RISKS AND BENEFITS

Mativations / Drivers: Environment, EL regulations
Biases: Cognitive

Anticipated Issues: Progressive, Political

Stakeholder Expectations:
“Support and follow EPA standards

Stakeholder Map: Positive interest, High power

Recommendation: Manage this stakeholder closety

About

Copyright © 2020 Shelbd Howard

Results provide a carded biography of the stakeholder
with management recommendations for the entity.



The Principle Alignment Assessment is a
novel tool developed to compare current
business values to the Ten Principles of
Ethical Al.

Data visualization
updates as user
completes form.

Backjrina P

Prineiple Alignment Assessment

“Thés toed helps quantify the akgnment of et to e Ethica
SAEMENts, ERARKS are better ¥ W and

This of warying interests and pr

pirs. Mier assessing the technology intervention using these

Principle 1: Prioritize Humanity
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the with respect to the protection and
Are you prioritizing huranisy?

045 The ertity has newes conssdered this.

1/5 The entity does not care about thes.

245 This b5.a kow competancy for the entiey,

348 Thid is.a niulral competency far the entity.

415 This s a high competency for the etity,

578 The enity b5 an expeet in this

1. Sucemss indicators and business goals sddress holistic long-term impeevemencs. Ethical success indicatars go beyond baseling efficiency indicators of gross domestic product,

conssmpticn, and safety to ercompact effcacy indicators focused on the customer, environment, and sockety.

LT
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Regulation
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Principle 1 Incomplete (1/10)

Principle 1 Complete (1/10)
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Principle Alignment Assessment
“This. ol hel s et and e Exfical Al Technoiogy Principles. Alfter assessing the technology intervention using these
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Principhe 1: Prioritize Humanity
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Are you priaritizing humanity?
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345 This s a rewitral compenency for the emtity.
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Privacy
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Results show strengths and weaknesses
in businesses’ ethical Al values and
instruct them on ways to improve.

Principia L. - e

Principle Alignment Assessment - Results

Congratulations, you have completed the Principhe Algnment Assessment for your entity. The entity ks within 20% - 30% aligrment with the Ethical Al Technoiogy Principles. View your resuks
below and fearm how the entity can become mare ethically aligned.

Downiboad or share your nesults for later and retsm to the Exhical Technology Guide to continue buliding your ethical technology entity.

gt P

Cyponumey

Friscple 4 Principle 5 [— [ AT

The entity has an opportunity te grow on:

] Princigter [v—

Principle Alignment Assessment - Results

Congratul reipde Algramert t for your entity, The entity ks within 20% - 30% skgnmernt with the Ethical Al Technokogy Principles. View your resubts

ebow s s how the ensity can become more ethicaly o

Doweiksad or share yous resuits for Ltes and return 1o the Ftfical Technolagy Guide £ continue buildng your ethical technology ntity

Priscple t [r— Princigie 1 [ES—— Princile § R— Priccigte T

Pricceple 18

The entity has an opporTUNity 1o grow on:

63% Principle 10: Demonstrate Competence
63% Principle 5: Provide Security 4

Principle 4: Protect Privacy

Principle 8: Equitable Opportunity

The entity has work to do on:

Principle 6: Ensure Transparency

Principle 1: Prioritize Humanity

35% Principle 7: Embrace Accountability <

The entity Is very weak on:

30% Principle 2: Promote Sustainability

23% Principle 3: Recognize Personal Agency

oyt € 3000 Dot i

Results

Wou scored 19 out of 30 on Demanstrating Competence
This sifical peinciple assumes that endities responsibde for technology creation and imgh hould ope the requir pecige and skill to make elfecive,
responsible decisions arcund the ethical implementasion of the technology. An entity that demonstrates high Competence is considered 2 SUBJECt MATLer xpert in ics o

ansumes for  and enwironms od with the technology, and is prepared t identsly mediation falures, taking failure
measures when necessary. Additionally, employess are continuously educated and supported with the expectation of performing work that meets safe and efective operational
sundirds,

How to Improve your Competence

This. ethical principle was your highest soone, bt ehere i szl o FEom for Improver st Whike you Consider your entity 3 Subject mares expent in the Lechnologies you
Emplement, i is important for Ak employees, PATNErs, and USe 0D alsD B COMESLENt In the Jpproprate applcations, implemensasions, and cuicomes of the technolgy
meduation.

Focus on creating ciear indicators for mediation fallure. in the event of a technakogy mediation failure, preparedness i impartant to ensure long-term health and well-being
for all indhviduals and structures involved

in rebevanit and safe, This should be provided in

aowrces svalable for acdition 1o the
will g mgany but will atio pron

pes 1 ciher e 10, Rt ces invd educal

and policies for e
sarets,

estabiishment cleis Expectatio
nigher tex

Principle 5: Provide Security

Principle 4: Protect Privacy

B0% Principle E: Equitable Opportunity 4
The entity has work (o do on:

4B% Principle & Ensure Transparency 4

Principle 1: Prioritize Humanity

Principle 7: Embrace Accountabi

T anitity is very weak an:

30% Principle 2: Promote Sustainabilicy 4

Principle 3; Recognize Persanal Agency

Principle 9: Democratize Decisions

o — -

Download Button
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Results (expanded)



The Principles
1. Dothese 10 principles make sense to you? Yes

2. Are thene any that you think should be removesd, de-priontized, or changed? o

3. Duallof the descriptions below the principles make sensed fes

there ts @ ranking system of § yes/ne questions that will indicate an £thical
Rating of 15 5 Is best, 1 s worst) of the technology.
1 Do the ranking system help you better understand the pringiple it refers 107 The

ranking fyibem somewhat cosfused me and | had 1o re-resd evisything 3 couple of
Fimes. It seems il you anwer 5 Gueitions: and the agEOEAT numer of yes® sngwers
RS you & Seone vi. andwmring each indivisual question &1 el ona 1 thicugh 5
scale. The latter may aliow for some more nuance ve. 2 binary “yexing® response to
fairty complex questions within an
lihich questions are the most impartant to Include? The Bxt will be rarrowed to &
qaeitions per princigle.

rEmeppnEy

b
m&mnmwﬂﬂwhmﬂnwwm
ethical Al technologies? o

I this ranking syvtem benaficial ta you of your eulomen? Perhaps ok ot an enbanced
ranking system that takes inta account degrees of implementartion. For instance, | could
ANSWET “Yes” 0N Cowupie of thase QuEsTIONs even though they are parially rue or i |

don't harve & comprehensive grasp of the principal. it could make my organization Inok at
competent a5 3 premiere oeganation with 2 much greater grasp on the subject mattes

o

The Principles
1. Do thess 10 principles maka serse o you?
0L 2 50 et be prolit deivin — e I 1o be mandated by unbiased party 1o trust this
“WWhat's in f for mu (Business sralgistI? Usimally betier rTy botion kne &5 8 comparny
Promise: bl e ncreies rery botiom e in 8 highly rgulated ity
~“Goal is it make [ an incentive, not punishmant in regulated indusiny
“Baing orvboand aflows me 10 ged the benediis fom my complance
“Thary meaka sense IF Fm ainsady bought in
Sl the rewson 1o bbeve before ofring the princdes
Harw thasre sy thait you thisk shoukd be remaoved, de-pricrilized, o changed?
This comas Off &5 baing very prgreasie
“neutralize the language, stay pelcally comect
1. Priaritizing humanity - vary kofty, might write off based on languaga
Do il of the deacriptions. below the principles make serse?
[ b k)

The Ranking
For gach principie, there is & ranking system of § yoshe questans that wil indicate an Effical
Ratiog of 15 {5 is bast, 1 worst) of T fechnaiogy:
1. Dous the ranking system help you betier understand the princisle it refers (67
y

Could the system of ranking be improved? (Does 1-5 overal or 1-8 0n ach work btter
for yout)

Bt 1 sk, o b cvchar Bt i e o ity — Il B crmate the Abategic plan
-pising dorsnt hea Tt geow

“Ungerutand whers you Bre and lols them inow B crg i adaplable and Nexibis 1o
working wih me — nol all or nofhing
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QUIRSNS {il EONCICl,
e 1LZA4510
Hote: Bo mints of balism - 3k 00 PrOGrOSSER ANgUIgE:
b, 23466
Note: what doos Sowrish mean?
Rt N pokithen Impact” i 100 vegue

10 Principles
Mota Principle: Tha banafis of the technalogy Intbrontion never overcoms ha benoits for
humanity, Umatly. the ehnoiagy mienenton ereaie cusrall mprewemant in humaniy and
socaty.
Ethical Al technology development and implementation will:
1. Reprioritize humanity
Siacoess Metrcs $h0ukd e based o the improvemen o the human condition wiln respect o
the protection and promeion of mematonal ueran righss and cutural rorms.
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£ Promote sustainability
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The Moral Assessment is a novel tool
combining Verbeek's Technology Mediation
Theory and a consequentialist framework
of moral reasoning to determine if the
proposed technology is ethical or not.

Moral Assessment - Results

2

i you have pl moral of Atlas Iris. Download this summary to help guide ethical planning and decision-making as the entity develops these

technology mediations.

Iris will learn routines, provide insights, and automate home management for
members of a household to create a world where everyone is safe and connected.

Atlas Technologies will ensure that remote home management, control,
and safety is a reality by centralizing software, connecting remotely, and
prioritizing cybersecurity, so that the impact of Iris on all people living
and working in an Iris connected home is ethical.

Background

Mediations

Outcomes

5
{

ﬂ
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Results provide a vision for the technology’s impact and
a clear roadmap for the technology to meet entity goals.

Moral Assessment
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hpe/rartficialintelligenceethics. org/businessiresponsibilities ® i

Background Principles Businesses Government

Al Entities Have a Responsibility to Protect Humanity

Entities that create Al products and services have to accept responsibility for the impact of their technology on humankind. Beyond ensuring that is is doing all that it can to make ethical
decisions and take ethical action for the good of the entity and its users, the entity must understand that it is a leader in a vital technology industry that has the potential to create or destroy
life and that there are immense responsibilities that come with the undertaking of developing Al technologies.

Reprioritize Business Drivers

Today, technology development is driven by Capitalism to meet

profit-focused KPis in a highly competitive industry space. This focus

on speed vs cost vs quality has led to workflows like Agile that make

business fast but can also make it ineffective if long-term vision and

oversight are not prioritized by teams. Beyond agility and speed, *
foundational principles of ethics must be balanced with industry

expectations to create products and services with the vision to make

long-term positive impacts.

Encourage Change from the Top Down

Remember, products and services that create positive outcomes start within
the entity itself. Before you can create a sustainable difference for
customers, build your business foundation to reflect the culture you hope

Al entItIeS respon5|b|||t|es prOV|de to create. Internal and external advocate groups as well as review boards are
important foundational components of an ethical business infrastructure

- 4 - s - c Complete the Ethical Al Technology Guide in the following section to learn more

I n Slg ht I nto th e I m pI Icatl O n S Of Al about how to create o business entity with the competencies to support ethical Al

products and services.

technology for humans and their
ethical imperative.
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Al Entities Have a Responsibility to Protect Humanity
Entities that create Al products and services have to accept responsibility for the impact of their technology on humankind. Beyond ensuring that is is doing all that it can to make ethical
decisions and take ethical action for the good of the entity and its users, the entity must understand that it is a leader in a vital technology industry that has the potential to create or destroy
life and that there are immense responsibilities that come with the undertaking of developing Al technologies.
Reprioritize Business Drivers
’ Microanimation 1

profit-focused KPIs in a highly competitive industry space. This focus

on speed vs cost vs quality has led to workflows like Agile that make

business fast but can also make it ineffective if long-term vision and .

oversight are not prioritized by teams. Beyond agility and speed, ‘ Animate
foundational principles of ethics must be balanced with industry 5

expectations to create products and services with the vision to make &

long-term positive impacts. -

Today, technology development is driven by Capitalism to meet

Encourage Change from the Top Down

Remember, products and services that create positive outcomes start within
the entity itself. Before you can create a sustainable difference for
customers, build your business foundation to reflect the culture you hope
to create, Internal and external advocate groups as well as review boards are
important foundational components of an ethical business infrastructure.
. Complete the Ethical Al Technology Guide in the following section to learn more
A nimate about how to create o business entity with the competencies to support ethical Al
products and services.

Microanimation 2

Protect the Health, Safety, and Rights of Humanity
Al technology will change the course of humanity. It is up to the lead- ' ’

Microanimation 3

ers of Al to build an infrastructure that benefits humankind by ensur-
ing ethical implementation of mediating Al technologies and prioritiz-
ing humans in the products and services they create. Learn maore
about how to do this with the following tools to help entities learn o
about, design for, and provide continued support of ethical Al technol- A nimate
ogy businesses, products, and communities.

“Much has been written about Al's potential to reflect both the best and the worst of humanity. We have seen
Al providing conversation and comfort to the lonely; we have also seen Al engaging in racial discrimination...
As leaders, it is incumbent on all of us to make sure we are building a world in which every individual has an
opportunity to thrive.”

- Andrew M. Co-fsunder ond lead of Goagle Brain,
LB et Button

Click
Copyright © 2020 Shelbl Howard Ap pea r at

page bottom

Wireframes show the
Responsibilities experience for businesses.



Governments are given

the resources to make e B

educated decisions for Al Decisionmaking Legislation
technology legislation.

Recommendations Resources



Legislators must understand
how decision-making needs
differ in Al technologies to
determine the best trajectory
for each industry's needs.

Ethical Artificial Intelligence x +

http:/fantificialinteligenceethics.org
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Background Principles Businesses Government About

Ethical Decision-Making for Al Leaders Obcorve

Previous
Experience

Orient e

Every decision humans make requires input, processing, and response. While humans
generally make decisions following these three processes, there are underlying processes
occurring simultaneously that are applying previous knowledge, contextual information, and
personal biases to every decision humans make.

The military formalized these processes into a critical decision-making tool called Observe,
Orient, Decide, and Act, or the ODDA loop. This loop encourages those making decisions to
think critically, anticipate threats, and neutralize issues before they become critical. Not only

Act
Respond Add meaning
does it account for observing, deciding, and acting, it also includes key sub-processes under ‘r” \.
orientation that account for the "human factors” of decision-making. While the OODA loop is R
Decide

Heritage

a standard decision-making tool across industries, it falls short when anticipating human- New
machine, especially human interactions with intelligent machines. Information

Wieigh opt

Human-to-human interactions and human-to-Al interactions
require different decision-making frameworks and strategies.

Similar to humans. machines also make decisions through input, processing, and response,
however intelligent machines urilize datasers to gain context and “orient” themselves around
the problem. While decision-making processes are similar in both humans and machines,
the speed, complexity, and contextual limitations make the O0DA loop obsolete for decision
-makers hoping to work with or legisiate Al.

It Is vital for lawmakers and Al leaders to recognize different decision loops required for
interacting with Al technology to make responsible, ethical decisions for vastly differing
moral problems in human-Al interaction. Dependent on the application, there are three
main decision loops for Al interactions. Learn more about these and when they should be

human-to-human human-1o-Al used below,

Al Decision Loop 1: Human is OUT OF the loop

This loop is most often associated with artificially intelligent machines with less consideration given
to the next two. The fear that all Al will function without the input or oversight of humans has come
from sci-fi and stereotypes around intelligent technology. However, only in very specific applications
should this framework be implemented.,
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o “In this era of profound digital transformation, it's important to
remember that business, as well as government, has a role to
play in creating shared prosperity — not just prosperity. After
all, the same technologies that can be used to concentrate
wealth and power can also be used to distribute it more widely

and empower more people.”

Resources pertinent to Al — Erik Brynjolfsson, Director of the MIT Initiative on the Digital Economy
legislation are provided for

users to learn more about Al

governance and the origin of

information available here.

Legislation for Ethical Al

“Continued American leadership in Artificial intelligence 1S of paramount Importance
0 maintaining the economic and national security of the United States

A timeline of existing Al legislation in
the US is available for users to learn
about policy decisions and progress

made in Al governance to date.




Home button

Wireframes show the resources
experience for governments.

Background

Learn More

Information shared on this website was referenced from the following resources.
To learn more about government initiatives in ethical Al, please visit the links below.

Federal Documentation
Preparing for the Future of IA Report, 2016
Executive Office of the President of the United States

The National Artificial Intelligence Research and Development Strategic Plan, 2016
Executive Office of the President of the United States

Charter of the National Science and Technology Council Select Committee on Artificial Intelligence, 2019
Executive Office of the President of the United States

The National Artificial Intelligence Research and Development Strategic Plan: 2019 Update, 2019
Executive Office of the President of the United States

American Artificial Intelligence Initiative: Year One Annual Report, 2020
Executive Office of the President of the United States

Executive Order on Al, 2020
Executive Office of the President of the United States

Industry Documentation
The NIST Machine Learning & Al Initiative, 2016
National Institution of Standards and Technology

U.S. Leadership in Al: A Plan for Federal Engagement in Developing Technical Standards and Related Tools, 2019
National Institution of Standards and Technology

A 20 Year Community Roadmap for Artificial Intelligence Research, 2019
Computing Community Consortium
Association for the Advancement of Artificial Intelligence
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Background Principles Businesses Gavernment

Legislation for Ethical Al

Arnerican | in Al requires a concerted effort to promote advancements in he:hnology and innovation, while pratecting American technology, economic and
national security, civil liberties, privacy, and American values, and enhancing and industry collaboration with foreign partners and allies.
{Executive Order 13859, February 11, 2019)

The age of artificial intelligence (A1) has arrived, and is transforming every global industry. The American innovation ecosystem positions the United States to maintain Al leadership in the new
era of Al. The federal government is actively developing pelicies and implementing strategies to accelerate Al innovation in the United States for the benefit of people across America and the
world. While members of Congress have introduced a number of bills and resolutions to shape LS. palicy on artificial intelligence, Congress has enly passed one, the Natienal Security
Commission on Artificial Intelligence Act. Learn about the progress of US legislation toward ethical Al in the timeline below:

(Updated April 2020,

In February 2020, the White House released the American
Autificial Intelligence Indtiative: Year One Annual Report. In Il\e
year since the Al E iy was signed, the
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“Continued American leadership in Artificial Intelligence is of paramount importance
to maintaining the economic and national security of the United States.”

- Presidint Donald |. Trump.

Capyright © 2000 Shelli Howard

Wireframes show the Al Legislation
experience for governments.
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Legislative recommendations
aggregate executive decisions
and current Al trajectories to
provide a future action plan
for US policy-makers.

Ethical Standards Ethics Committee Workforce Training

standard

“The United States must foster public trust and confidence in Al technologies and
protect civil liberties, privacy, and American values in their application in order to
fully realize the potential of Al technologies for the American people.”

2019 Frevutnvr Orcler on Mmnteining Amprscon {poderstup n Artificis! ingellgpenes

Core Al Programs



Background Principles

Recommendations for Ethical Al Leadership

The following recommmendations advise US federal government and industry leaders on strategies to develop, manage, and maintain ethical Al technology.
Home button

| @ —W% Ethical Standards Ethics Committee Workforce Training
Hover Click Develop ethical standards Support the development of Provide education on Al
to measure and evaluate a national Al infrastructure ethics and policy to prepare
Al technologies. for private and public sector. for the jobs of the future.

Recommendation

Details

“The United States must foster public trust and confidence in Al technologies and
protect civil liberties, privacy, and American values in their application in order to
fully realize the potential of Al technologies for the American people.”

- 2019 Executive Order on Maintaining American Leadership in Artificial Intelligence

Wireframes show the recommendations
experience for governments.
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Background Principhes Butinessos Gavernmant Abaut

Recommendations for Ethical Al Leadership
The following recommendations advise US federal government and industry leaders on strategies to develop, manage, and maintain ethical Al technology.

Ethical Standards Ethics Committee Workforce Training Core Al Programs

Develop ethical standards Support the development of Provide education on Al Build competencies in
to measure and evaluate a national Al infrastructure ethics and policy to prepare research and development
Al technologies. for private and public sector. for the jobs of the future. to anticipate future needs.

“The United States must foster public trust and confidence in Al technologies and
protect civil liberties, privacy, and American values in their application in order to
fully realize the potential of Al technologies for the American people.”

Copyright € 2020 Sheibi Howand

Link to Recommendation Details

Click Hover

Wireframes show the recommendations
experience for governments.

Background Principles Businesses Gowernment

Establish and Maintain Ethical Standards

Standards are essential for ensuring that Al technology meets critical functional and operational objectives. Once standards are established, they act as a support system for the operation of
an Al infrastructure as well as an essential tool for measuring and evaluating the technology. Standardization allows for better legislation in Al lending to the development of a larger ethical
technology culture for businesses and consumers.

Federal government involvernent in the development of technical standards ensures that Al reflects federal priorities for innovation, public trust, and confidence, The National Institute of
Standards and Technology (NIST) is the leader in advancing foundational research in Al technology assessment, Assessment includes the development of Al data standards and best practices,
as well as Al evaluation methodologies and standard testing protocols. Directed by the American Al Initiative, MIST released a plan in August 2019 for Federal engagement in the development
of Al technical standards.

Learn more about federal standardization initiatives for Al technology ethics below.

Goals
The House of Representatives supports the development of guidelines for the ethical development of Al,
in cor ion with diverse stakeholders, and c with the following aims of; Ea TOECE AL =

The Center for Data innovation describes Al standands this way:

1. Engagement among industry, government, academia, and civil society.

“Tichniacal stardands for Al Can encomeass 3 widk vanety of Ssues, inguding salety. acoutacy, usabity,
iRIogatity, Seunty, reliabidny, data, and gven athics . Flguitle, rebust, commen techncal standands
2. Transparency and explainability of Al systems, processes, and implications. ol S W i st acd i o i Vvl o T o akiona

3. Helping to empower women and underrepresented or marginalized populations. Fist, technical stancards can provick develapars chaar Quidulnes for tha disign of Al sysbems 1o enour
that thary can D easly integrated with other technologies, wtilze best practices for Cytersacunty and

4. Information privacy and the protection of one's personal data. safiety, and adhere to 3 varety of different lechnical specifications that maximeze their utiny.

Second, ComMon SLANdands can Serve 35 0 MEChanism [0 evilule and compant Al systerns, For gxm-

5. Career opportunity to find meaningful work and maintain a livelihood. B, in alogal recuirement for transpamncy for 3 declsion-making process,
such a5 judicial decision-making. However, withcul clear stancands defining whal algorithmic rarspar-
6. Accountability and oversight for all automated decision-making. ency actsally is and haw to measure It it can be eohibitively difioul to objectively evaluate whether a

particulas Al System meets these reguirements or xpectations, of Gois 5o better Than ancther semiar
system, which discournges the adaption of these techndlogies. For this resson, in many cases techni-
cal standards will be & keyy companent of determining whether an Al system is sopropriate for use in &
particular conten.™

7. Lifelong learning in STEM, social sciences, and humanities.
8. Access and fairness regarding technological services and benefits.
9. Interdisciplinary research about Al that is safe and beneficial.

10. Safety, security, and control of Al systems now and in the future.

* Feen bill H, RES, 153 Space, and Technology
February 27, 201 I pmeent of anificial evedigence,
Focus Areas

The federal government is working closely with naticnal Al research institutes to develop standards
across various areas of Al expertise. Below is a list of the approved IEEE P7000 standards projects
that are in development as of April 2020,

Transparency
+ Standard for Ethically driven NMudging for Robotic, Intelligent, and Autonomous Systems.
= Standard for Machine Readable Personal Privacy Terms

Safety
+ Standard for Fail-5afe Design of Autonomous and Semi-Autonomous Systems

Risk management
=« Standard for Well-being Metrics for Ethical Artificial Intelligence and A 0US
* Standard for Ontology for Ethically driven Robotics and Automation Systems

Data Privacy

« Standard for Student and Child Data Governance
* Standard for Employer Data Governance

* Standard for Personal Data Al Agency

Algorithmic Bias

Trustworthiness

= Standard for the Process of Identifying and Rating the Trust-worthiness of News Sources
s dard for Ethical considerations in Emulated Empathy in A 1ous and Intellig:

About
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Recommendations for Ethical Al Leadership
The following recommendations advise US federal government and industry leaders on strategies to develop, manage, and maintain ethical Al technology.

Ethical Standards Ethics Committee Workforce Training Core Al Programs
Develop ethical standards Support the development of Provide education on Al Build competencies in
to measure and evaluate a national Al infrastructure ethics and policy to prepare research and development

Al technologies. for private and public sector. for the jobs of the future. to anticipate future needs.

*The United States must foster public trust and confidence in Al technologies and
protect civil liberties, privacy, and American values in their application in order to
fully realize the potential of Al technologies for the American people.”

Ovsler

Copyright € 2020 Sheibi Howard

Link to Recommendation Details

Click Hover

Establish an Ethical Development Committee

Backgraund Principles Businesses Government About

An interdisciplinary committee of industry leaders and government representatives should provide oversight for the development of the American Al infrastructure to ensure ethical
develapment and implementation. Public and private sector stakeholders, below, represent technology needs, knowledge, and strategies balanced across industries in key Al interest areas.
Central, democratized oversight is vital for the ethical future development of an Al infrastructure that will benefit both federal and industry needs. Insight and guidance from the best minds
in government, industry, and academia are necessary to support and develop a national Al infrastructure to benefit the walues of the American people, national security, and economic

prosperity by ethical, sustainable means.

Government Members

Executive Office of the President

* National Security Council

*» Office of Science and Technology Policy
= Office of Management and Budget

Federal Agencies

* National Institute for Standards in Technolegy (NIST)
* National Science and Technology Council (NSTC)

* Machine Learning/Artificial Intell]; e (ML/AI) Subce

* Department of Defense (DoD)

* Defense Advanced Research Projects Agency (DARPA)
* Department of Energy

* Al and Technology Office

* National Oceanic and Atmospheric Administration (MOAA)
* Department of Transportation

* Food and Drug Administration (FDA)

* Department of Veterans Affairs

* Intelligence Advanced Research Projects Agency

* National Intelligence

* Department of Commerce

Industry Members Focus Areas

Fortune 500 » Make Long-Term Investments in Al Research
* Amazon » Ensure the Safety and Security of Al Systems
* Google + Understand and Address the Ethical, Legal,

* Microsoft and Societal Implications of Al

* Apple + Expand Public-Private Partnerships

* Facebook

* IEM

* Intel

National Al Research Institutes

* National Science Foundation

* Association for Computing Machinery (ACM)

* Association for the Advancement of Artificial Intelligence
(ABAL)

* Computing Community Consortium (CCC)

* Institute of Electrical and Electronics Engineers (IEEE)

* Open Community for Ethics in Autonomous and Intelligent
Systems (OCEANIS)

* National Institutes of Health

* Intelligence Advanced Research Projects Activity

Research Universities

* Carnegie Mellon University

* Massachusetts Institute of Technology (MIT)
* Stanford University

* UC Berkeley

International Partners
* International Organization for Standardization {1S0)

“[The Federal Government must] reduce barriers to the use of Al technologies
to promote their innovative application while protecting American technology,
economic and national security, civil liberties, privacy, and values.”

- Execuiive Drder 13859, February 11, 2013

Copyright © 2020 Sheibi Howard

Wireframes show the recommendations
experience for governments.
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Recommendations for Ethical Al Leadership
The following recommendations advise US federal government and industry leaders on strategies to develop, manage, and maintain ethical Al technology.

Ethical Standards Ethics Committee Workforce Training Core Al Programs
Develop ethical standards Support the development of Provide education on Al Build competencies in
to measure and evaluate a national Al infrastructure ethics and policy to prepare research and development

Al technologies. for private and public sector. for the jobs of the future, to anticipate future needs.

“The United States must foster public trust and confidence in Al technologies and
protect civil liberties, privacy, and American values in their application in order to
fully realize the potential of Al technologies for the American people.”

Capyright © 2020 Shelbi Howard

Link to Recommendation Details

Click Hover

Wireframes show the recommendations
experience for governments.

Background Principles Businesses Gevernmant

Support Al Workforce Training

Al education is vital for the success of ethical Al, Without the tools and knowledge to create Al ethically, humans will not have the resources to make vital decisions for the future of Al. Education
should begin immediately for all levels to ensure an educated society and future workforce. When planning for Al, it is impartant to include ethics at the core of technology solutions, These
ethical considerations affect the industry beyond the technology products, requiring deep social and professional understanding of Al risks and outcomes, To prepare to for a future that is
capable of building and managing an ethical Al infrastructure, society must be educated, marginalized groups prioritized, and support provided across many industries.

Educate Future Employees and Leaders

Develop Al Curricula at All Levels
Support for and expansion in STEM education is vital at all lavels to educate a new generation of highly skilled workers. Students should begin learning about the implications of Al in early
education and expand on foundational knowledge as industry demands, career interests, and leadership opportunities grow in the near future.

Highlight Al Ethics and Policy
Beyond foundational education, workers in Al fields today require focused, in-depth education in ethical standards, moral problems, and current policy to ensure the successful development
of ethical Al. A highly skilled workforce educated in ethical decision-making will have to be ready for industry demands and challenges as the Al infrastructure is developed.

Democratize the Workforce

Engage Underrepresented and Underprivileged Groups
Active engagement of underrepresented groups of society will aid in the development of fair and ethical outcomes for Al in the future. The voices of everyone affected by the future of Al
will ensure mutually beneficial outcomes across society.

Incentivize Emerging Interdisciplinary Al Areas
Al adjacent fields and those indirectly affected by Al should also be involved in the development of an ethical Al future. An example of this includes information sharing groups, such as
journalists and news sources, should be educated to utilize Al to reduce information biased and increase trust for the benefit of society and protection of human rights.

“The United States must train current and future generations of American workers
with the skills to develop and apply Al technologies to prepare them for today's
economy and jobs of the future.”

- Executive Drder 13859, February 11, 2015

Abaut

Copyright © 2020 Shelbi Howard
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Recommendations for Ethical Al Leadership
The following recommendations advise US federal government and industry leaders on strategies to develop, manage, and maintain ethical Al technology.

Ethical Standards Ethics Committee

Develop ethical standards Support the development of
to measure and evaluate a national Al infrastructure
Al technologies. for private and public sector.

Workforce Training

Provide education on Al
ethics and policy to prepare
for the jobs of the future.

Core Al Programs

Build competencies in
research and development
to anticipate future needs.

“The United States must foster public trust and confidence in Al technologies and
protect civil liberties, privacy, and American values in their application in order to
fully realize the potential of Al technologies for the American people.”

Abous

Copyright € 2020 Sheibi Howand

Link to Recommendation Details

Click Hover

Wireframes show the recommendations
experience for governments.

Background Principles Businesses Gevernment

Build Core Al Programs

As with past technologies, acceptable Al applications will be infermed by laws and ethics. The challenge is to apply these existing laws to new technologies, especially those involving
autonomy, agency, and control. As described in “Research Priorities for Robust and Beneficial Artificial Intelligence,”

In arder to build systems that robustly behave well, we of course need to decide what good behavior means in each application domain. This ethicol dimension is tied intimately to
questions of what engineering techniques are ovailable, how reliable these techniques are, and what trode-offs are maode—all areas where computer science, machine learning, and
broader Al expertise is valuable.

Multidisciplinary work in computer science, social and behavioral sciences, ethics, biomedical science, psychology, economics, law, and policy research are all essential to reaching favorable
outcomes for all of humanity that will be affected by Al. New resources and initiatives must be established to create core Al programs that provide well-established, broad based support for
research progress, training young researchers, integrating Al research and education, and inspiring new interdisciplinary collaborations. Al of this, in addition to support for existing initiatives,
will require substantial, sustained federal investment over the course of the next few decades to ensure the success of interdisciplinary, future-focused R&D to drive scientific and economic
advances while taking issues around security, vulnerability, policy, and ethics into consideration.

Focus Areas

Improve Fairness, Tr p cy, and Accc ility by Design
Concerns around error and misuse in data-intensive Al algorithms have highlighted ramifications for
gender, age, racial, or economic classes. The proper collection and use ofdata forAl systems lepresents

The 201% Erccutive Order an Maintaining American Leadership in Artificial intolligence emphasizes |
that maintaining American leadership in Al requires a concerted effort 1o promote advancements in |
technology and inncvation, while protecting chvil Bbertees, privacy, and American values:'

an important challenge. Beyond data, systems must be designed to be i tly just, fair, transp The United foster public trust inAl jes and protect il
and accountable, Researchers must learn how to design Al systems so that their actions and declslons liberties, privacy, and American values in their application in order to fully realize the
are sparent to and easily i by | , rather than just learning and repeating innate biases. [ | of Al technologies for the i P

More RED d lop Al architectures thath al, legal, and
Develop Shared Public Datasets and Environments for Al Training and Testing through technical mechanisms such as tr and expli This R&D will require

intensive collaboration among technical experts as well as stakeholders and specialists in other
fiedds including. the sodal and behavioral sciences, law, ethics, and philesophy. Since ethical
decisions may also be heavily context- or application-dependent, collaboration with domain
experts could be required as well. This interdisciplinary approach could be mm-nu.nled in the
training, design, testing, evaluation, and implementation of h derstanding and
Bullding Ethical Al accounting for Alinduced decisions and actions and mitigating nintended consequences.

Shared datasets will enable consistent, inclusive research into Al implications, however they will require
widespread mlerdlsupllnary support from government |r|5mut|0ns, private research labratories, and
academic institutions to e and

Another concern is whether Al systems can exhibit behavior that abides by general ethical principles.

Advances in Al will create new “machine-relevant” ethical challenges, including unethical Al uses, Ethics is Fedaral agencies should therefore continue “’ fostar the growing community of Interest in further
imherently a philosephical question while Al technology depends on, and is limited by, engineering. As a Riciot by ha ports and staataoliers: |
result, researchers must strive to develop algorithms and architectures, within the limits of what is

= ically feasible, that istently conform to existing laws, social norms and ethics.

Designing Architectures for Ethical Al
Architectures for Al systems that incorporate ethical reasoning are fundamentally lacking in research and
require further support to determine favorable designed outcomes,

Develop Effective Metheds for Human-Al Cellaboration
A deeper understanding of huan-Al interactions will be necessary to anticipate outcomes for humansa
and potential implications for Al development.

“[Agencies must] enhance access to high-quality and fully traceable Federal data,
models, and computing resources to increase the value of such resources for Al R&D,
while maintaining safety, security, privacy, and confidentiality protections consistent
with applicable laws and policies.”

- Executive Order 13859, February 11, 2013

Abour
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Resources are available for
users who want to learn more
about potential futures for
ethical artificial intelligence.

Users access information about
the project, stakeholders, and
future considerations here.

About the Project
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About the Project

the Future off Al A Toolkit for Ethical Artificial Intetigence Leadership is a senior thesis project for a Bachelor of Science undergraduate in industrial Design at the University of Gndnnati,

DAAR, This project was a 4 month ije(tdunz by product design and development student, Shelbi Howard. She worked closely with stakehoiders (below] from across her various disciplines of

WIWUX dusign, infermation technologies, and entrepreneurship to create a project that add an issue,

Through Humanizing the Future of A Shelbd presents an educat based toolkit leaders, make proactive, ethical decisions about artificially
Intelligent technalogy. Entities follow step-by-step tools to create ethical Al technology buslnessrs and products, whlle leslslalws arr ;,uldﬂl through education and infrastructure development
for ethical Al technology decision-making. By utilizing The Principles of Ethical Al Degign, e given e [o0lS 10 create A Sustainabbe, human-centric
future for Al technalogy.

All infarmattion provided through this site is factual and based on the sources in the “Reseources” tab of this site. Explore the site to learn how you can contribute 1o a more ethical future fos Al
and humanity.

Stakeholders

ollowing int

Richard Harknett Claudia Rebola Alexander Motz Sam Lowe Derek Shewmon

Future Considerations

Build an Ethical Culture: '.
The edudation provided through this website is only th of creating a fi

solution for ethical Al Igy. As gies and their entities ar to meet

increasingly strict federal and i i ichiedi cultures will

form in response to the shift. It will be essential to the ethi of

o recognize the consumer's opinions, respanses, and ultimately oulture as an active driver

i thee future of Al iechnologies’ success. Let's bulld a culture that encourages N‘“l

behavior and holds one another for our actions with

technalogies. aoe

Autormate Ethical Al Guidance
Beyand the initial purpose of this site to provide edi for
and consumers, resources such as these could m into more presalpme solutions as.

technologies become more This website has a5 a three-phase taol
to continue providing guidance for these stakehalders in the future, First, the current solution,
SEMVES A5 3 MINIMUM viable product Scting as a catalyst for change in ethical Al education and
conversation,

MNext, am lml would be added to prmnae businesses with a place 1o submit business and
ps for approval and Ethical Al Cenification. This
would help legitimize the Ethical Al effort by materializing the philasophical

prindiphes into sclidified requirements, The process for review and acceptance would be man-
aged by a governing party, simélar to patent applications today.

Finally, a5 Al bec applicable, this bcation process would be provid
immediate results about hov ki 2 & ethical and if their
mdmhglesquﬂlrpfaan Ethical Al Certification.

About the Designer

The best salutions e at the center of problem ond an entrepren

Love to talk about tech? Let's chat!
Shelbi Howard
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Home button

Resources

Background Principles Businesses

If this project has inspired you to get involved in the future of ethical Al technologies, learn more at the resources below.

Principles and Standards
International Health Regulations
World Health Organization (WHO)

Ethically Aligned Design: A Vision for Prioritizing Human Well-being with
Autonomous and Intelligent Systems
Institute of Electrical and Electronics Engineers (IEEE)

The Seven Principles of Universal Design
Center for Universal Design in NCSU

Artificial Intelligence
National Institute of Standards in Technology (NIST)

BBB Training: In Pursuit of Ethics
Better Business Bureau (BBB)

Trends

Tech Trends 2020: Ethical Technology and Trust
Deliotte Insights (2020)

Gartner Hype Cycle for Emerging Technologies
Gartner, Inc. (2019)

Gartner Hype Cycle for Artificial Intelligence
Gartner, Inc. (2019)

Wireframe shows resources

about the project.

Business Tools

Environmental Screening - The Impact of the Stakeholder Concept
A.L. Menlow, Penn State (1981)

Stakeholder Analysis
Project Management Institute

The Case for Ethical Technology Assessment (eTA)
Sven Ove Hanssen, KTH Royal Institute of Technology, 2006

Ethics for Designers
Jet Gispen, 2017

Philosophy

Moral Reasoning
Stanford Encyclopedia of Philosophy

The Experience Machine
Robert Nozick (1974, 1989)

Peter-Paul Verbeek
ppverbeek.org

Moralizing Technology: Understanding and Designing the Morality of Things
Peter-Paul Verbeek

Government About

Resources
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Design is responsible for providing human advocacy.

Technology will progress regardless of design decisions.

Humans have to choose a proactive or reactive relationship.




“Al will be the best or worst thing ever for humanity”

- Elon Musk



Future Considerations

Build an Ethical Culture

This website is only the beginning of creating a successful solution.
As technologies and their entities are pressured to meet governance
guidelines, consumer cultures will form in response to the shift.

It will be essential to the ethical development of technologies to
recognize the consumer’s opinions, responses, and ultimately culture
as an active driver in the future of Al technologies’ success. Let's build
a culture that encourages ethical behavior and holds one another
accountable for our actions with and through Al technologies.



Future Considerations

Al
EWIY
Board
Review

o

Automate Ethical Al Guidance _° __
This website has been envisioned as a three-phase tool to continue Y
providing guidance for these stakeholders in the future.

1. The current solution serves as a minimum viable product, acting as a
catalyst for change in ethical Al education and conversation.

2. A web-based business application would provide a place to submit
technology information to governance groups for approval and Ethical
Certification. The process for review and acceptance would be
managed by a governing party, similar to patent applications today.

3. The application process would be automated with Al to provide
immediate results to entities about how to make technologies more
ethical and if their technologies qualify for an Ethical Al Certification.



To the experts, advocates, and leaders:

Thank you for your endless support that made this
project a reality. Without your passion and intelligence
| could not have explored Al solutions with the voracity
and depth | hoped for. Your enthusiasm for learning
and many hours of feedback have been invaluable to
the success of this capstone.

Advisors

Richard Harknett

Head of Political Science at the
University of Cincinnati. One of the
world's leading online security
experts and scholar-in-residence
for the DoD U.S. Cyber Command.

Sam Lowe

Designer and brand strategist
creating stories for businesses to
reach customers. Offered support
on creative strategy, copywriting,
and leadership communications.

Claudia Rebola

Information design PhD providing
research support for intelligent
systems, human-Al interactions,
and communication throughout
design and development.

Alexander Motz

Computer engineer and serial tech
entrepreneur providing business
and technology insight on the
functional applications of artificial
intelligence.

Derek Shewmon

Serial technology entrepreneur
advocating for small business
needs and entity engagement in
ethical Al solutions.

Erik Sheagren

Cognitive Science PhD at Columbia
University focused on the Theory
of Mind. Responsible for providing
philosophy and ethics support for
human-Al interactions.



Shelbi Howard

User Advocate « Digital Designer « Web Developer

shelbihoward.com

howardsb@mail.uc.edu

www.linkedin.com/in/shelbihoward/
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Principles and Standards
International Health Regulations
World Health Organization (WHO)

Ethically Aligned Design: A Vision for Prioritizing Human Well-being with
Autonomous and Intelligent Systems
Institute of Electrical and Electronics Engineers (IEEE)

The Seven Principles of Universal Design
Center for Universal Design in NCSU

Artificial Intelligence
National Institute of Standards in Technology (NIST)

BBB Training: In Pursuit of Ethics

Better Business Bureau (BBB)

Trends

Tech Trends 2020: Ethical Technology and Trust
Deliotte Insights (2020)

Gartner Hype Cycle for Emerging Technologies
Gartner, Inc. (2019)

Gartner Hype Cycle for Artificial Intelligence
Gartner, Inc. (2019)

Business Tools

Environmental Screening - The Impact of the Stakeholder Concept
A.L. Menlow, Penn State (1981)

Stakeholder Analysis
Project Management Institute

The Case for Ethical Technology Assessment (eTA)
Sven Ove Hanssen, KTH Royal Institute of Technology, 2006

Ethics for Designers
Jet Gispen, 2017

Philosophy

Moral Reasoning
Stanford Encyclopedia of Philosophy

The Experience Machine
Robert Nozick (1974, 1989)

Peter-Paul Verbeek
ppverbeek.org

Moralizing Technology: Understanding and Designing the Morality of Things
Peter-Paul Verbeek



Government

Federal Documentation
Preparing for the Future of IA Report, 2016
Executive Office of the President of the United States

The National Artificial Intelligence Research and Development Strategic Plan, 201
Executive Office of the President of the United States

Charter of the National Science and Technology Council Select Committee on Art
Executive Office of the President of the United States

The National Artificial Intelligence Research and Development Strategic Plan: 201
Executive Office of the President of the United States

American Artificial Intelligence Initiative: Year One Annual Report, 2020
Executive Office of the President of the United States

Executive Order on Al, 2020
Executive Office of the President of the United States

Industry Documentation
The NIST Machine Learning & Al Initiative, 2016
National Institution of Standards and Technology

U.S. Leadership in Al: A Plan for Federal Engagement in Developing Technical Stai
National Institution of Standards and Technology

A 20 Year Community Roadmap for Artificial Intelligence Research, 2019
Computing Community Consortium
Association for the Advancement of Artificial Intelligence

Open Community for Ethics in Autonomous and Intelligent Systems (OCEANIS), 2
IEEE Ethics Standards Organization

Information Tools

United States Al Legislation Tracker, 2020
Center for Data Innovation



